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# **ABSTRACT**

## The purpose of this project is to analyze and solve the problem of predicting the success of a higher education student in Colombia. One of the key factors to execute this project is to be able to find and use an algorithm based on decision trees, which allows me to collect data and that in turn provides the tendency that a student can have for success through a certain amount of data.

## This problem is of the utmost importance since the solution allows to know which Colombian population could obtain success in higher education, making a better analysis of the country's growth and progress knowing this data. There are many cases like this one, which will be explained as this document is read

# **1. INTRODUCTION**

# Education is one of the factors that most influences the progress of people and societies around the world, the quality of education can determine important areas in a society such as economic growth, access to better employment opportunities, improve the condition of life, the advancement of science, technology, and innovation.

# Education can influence the success of a person in an influential way and Colombia, the digital era will revolutionize the area of ​​education, so it is important to consider the Colombian population that may or may not succeed in education higher. However, there are very few tests and solutions on how to predict the success of a student in the academic field, and since success can be defined in multiple ways, we will define academic success as a student's tendency to obtain a Total score, above the average of your cohort, in the Saber Pro tests. The Saber Pro tests are the standardized tests that the Colombian government performs at the end of a university degree.

# **2. PROBLEM**

The problem is that we must design an algorithm, based on decision trees and ICFES data, to predict whether a student will have a total score, on the Saber Pro tests, above average or not. The variables required for the algorithm must also be considered, since it must have the flexibility to interpret data even if it does not respond to all the necessary data.

## **3. RELATED WORK**

## To understand the solution, 4 algorithms are provided here that can help to solve the problem

## **3.1 ID3:**

ID3 (Iterative Dichoiser 3) was developed in 1986 by Ross Quinlan. It builds a decision tree for the given data in a top-down fashion, starting from a set of objects and a specification of properties Resources and Information. each node of the tree, one property is tested based on maximizing information gain and minimizing entropy, and the results are used to split the object set. This process is recursively done until the set-in a given sub-tree is homogeneous (i.e. it contains objects belonging to the same category). The ID3 algorithm uses a greedy search. It selects a test using the information gain criterion, and then never explores the possibility of alternate choices You should mention the first algorithmic problem and its solution.

For this algorithm to work, it requires:

* Data structure (Tree)
* Searching algorithms (greedy algorithm, heuristic search, hill climbing, alpha-beta pruning)
* Logic (OR, AND rules)
* Probability (Dependent and Independent)
* Information Theory (Entropy)

## **3.2 C4.5:**

C4.5 is based on ID3, therefore, the main structure of both methods is the same.

C4.5 builds a decision tree using the "divide and conquer" algorithm and evaluate the information in each case using the criteria of Entropy, Profit or profit ratio.

C4.5 converts the trained trees (i.e. the output of the ID3 algorithm) into sets of if-then rules. This accuracy of each rule is then evaluated to determine the order in which they should be applied. Pruning is done by removing a rule’s precondition if the accuracy of the rule improves without it.

## **3.3 C5:**

## This node uses the C5.0 algorithm to build either a decision tree or a rule set. A C5.0 model works by splitting the sample based on the field that provides the maximum information gain. Each subsample defined by the first split is then split again, usually based on a different field, and the process repeats until the subsamples cannot be split any further. Finally, the lowest-level splits are reexamined, and those that do not contribute significantly to the value of the model are removed or pruned.

## C5.0 can produce two kinds of models. A decision tree is a straightforward description of the splits found by the algorithm. Each terminal (or "leaf") node describes a subset of the training data, and each case in the training data belongs to exactly one terminal node in the tree. In other words, exactly one prediction is possible for any data record presented to a decision tree.

## **3.4 CART** :

## The CART algorithm is structured as a sequence of questions, the answers to which determine what the next question, if any should be. The result of these questions is a tree like structure where the ends are terminal nodes at which point there are no more questions. A simple example of a decision tree is as follows

The main elements of CART (and any decision tree algorithm) are:

Rules for splitting data at a node based on the value of one variable;

Stopping rules for deciding when a branch is terminal and can be split no more; and

Finally, a prediction for the target variable in each terminal node.
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